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Abstract
Measures of spatial concentration and specialization in economics are very similar to those of biodiversity and species
valence in ecology. Methodological developments are more advanced in ecology, which motivates this interdisciplinary
transfer work. Entropy is the fundamental notion, derived from statistical physics and information theory, used to measure
concentration and specialization. The notion of effective number, which is a number of categories in a simplified ideal
distribution, is introduced. The decomposition of the total diversity of a distribution (the global location in economics) into
absolute and relative concentration or specialization and replication is presented. These methods provide a comprehensive
and robust theoretical framework for measuring spatial structuring in discrete space.
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1. Introduction
Research on the spatial structure of economic activity
has been mainly concerned with spatial concentration
as a source of positive externalities (Marshall, 1890;
Weber, 1909; Krugman, 1991), which goes hand in
hand with specialization (Houdebine, 1999; Cutrini,
2010). Numerous measures of spatial concentration
applicable to discrete data (as opposed to continuous-
space measures discussed for example by Marcon and
Puech, 2017) have been developed (for a review, see
for example Combes and Overman, 2004) but a com-
prehensive methodological framework linking concen-
tration, specialization, and inequality measures in gen-

eral is lacking, although it has been sketched several
times (Brülhart and Traeger, 2005; Mori et al., 2005;
Bickenbach and Bode, 2008; Cutrini, 2010).

In parallel, the measurement of biological diver-
sity, which has become biodiversity (Wilson and Peter,
1988) and, to a lesser extent, of the valence of species
(Levins, 1968) have been the subject of an abundant lit-
erature in statistical ecology (Pielou, 1975; Patil and
Taillie, 1982; Magurran, 1988, etc). It was largely
inspired by information theory (Shannon, 1948) and
statistical physics (Dewar and Porté, 2008). Entropy-
based measures of diversity are the state of the art in
ecology (Marcon, 2017).

In economics, Theil (1967) proposed measures of
inequality and spatial concentration similar to Shan-
non’s entropy, but subsequent methodological advances
have lagged behind those in biodiversity measurement.
The objective of this paper is to transfer the latest
developments in biodiversity measurement to the dis-
cipline of geographical economics to complement its
definitions of spatial concentration and specialization.
The numerous borrowings of methods between distant
disciplines will be highlighted.

Entropy and its properties will be presented in the
next section. The application of these methods to the
measurement of spatial concentration and specializa-
tion will follow, before a final synthesis section devoted
to joint diversity, a framework allowing the complete
decomposition of location measures.

2. Methods
2.1 Similar issues and opposing concepts
The methods presented here have been developed from
the biodiversity literature. Ecologists need to measure
the diversity of a community of living things, com-
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posed of several species whose numbers are known. A
less discussed question concerns the valence of species,
i.e. for a given species the diversity of environments in
which it is able to establish itself.

This notion was formalized under the name of niche
width by Levins (1968), in the sense that the ecolog-
ical niche is the set of conditions necessary for the
development and reproduction of a living being. To
fix ideas and without loss of generality, the examples
treated here will concern trees in a forest. Each tree
belongs to one and only one species, and the number
of individuals of each species is known. The species
are located in a taxonomy: they are grouped by gen-
era and the genera by families. Finally, the forest is
divided geographically into plots, which in turn are di-
vided into sub-plots. We will limit ourselves here to
the simplest measures of diversity, not taking into ac-
count the greater or lesser differences between species,
taxonomic for example.

In economic geography, the question probably most
dealt with is that of spatial concentration (Ottaviano
and Puga, 1998; Combes and Gobillon, 2015), a source
of positive externalities (Baldwin and Martin, 2004).
It is very similar to the species valence of ecologists,
but opposite: high concentration means low valence1.
Specialization* (Amiti, 1997) is similarly the opposite
notion of diversity. The examples treated here in eco-
nomics will concern industrial establishments in Euro-
pean countries provided by the freely accessible Euro-
Stat database. The establishments have a number of
employees, which allows them to be weighted. They
belong to a sector of activity, here according to the
NUTS nomenclature, which is a taxonomy similar to
that of biological species, and their location by coun-
try can be detailed by regions (according to the NACE
nomenclature) and their subdivisions.

Specialization and spatial concentration (Cutrini,
2010), like diversity and valence (Gregorius, 2010) are
mathematically related: the existence of highly con-
centrated sectors implies the existence of regions spe-
cialized in that sector. A synthetic approach can be
developed: Cutrini (2010) defines the “global localiza-
tion” for this purpose, which will be generalized.

2.2 Data and notations
The data have been chosen for their accessibility and
simplicity: the aim here is to present methods rather
than to deal in detail with complex economic issues.
The applications will be based on the numbers of em-
ployees per industrial sector in 25 European countries
in 2015. The data are available online at EuroStat 2,
in the file SBS data by NUTS 2 regions and NACE
Rev. 2.

The nomenclature of economic sectors is the NACE
(Statistical Classification of Economic Activities in the

1A species of low valence is said to be specialized in ecology,
but this vocabulary is not used here to avoid confusion with
regional specialization.

2http://ec.europa.eu/eurostat/web/regions/data/
database

European Communities) in its revision 2. Only the in-
dustrial sectors (NACE code: C) have been retained.
Sectors C12 (Manufacture of tobacco products), C19
(Manufacture of coke and refined petroleum products),
C21 (Manufacture of basic pharmaceutical products
and pharmaceutical preparations) and C30 (Manufac-
ture of other transport equipment) were removed be-
cause of missing data in major countries (e.g. C30 in
Belgium).

Of the 30 countries available, Cyprus, Malta, Ire-
land, Luxembourg and Slovenia were removed because
they had too much missing data. The selection of the
data is therefore a compromise to keep the essential
information, which is debatable but sufficient for the
methodological demonstration of this article.

After filtering, the data are presented in the form
of a table (called a contingency table) whose 19 rows
are the industrial sectors and 25 columns the selected
countries. Each cell of the table contains the number
of employees in the sector and the country considered,
without missing data.

The sectors are indicated by the letter s and the
countries by the letter i. The number of employees per
sector and country is noted ns,i. The marginal values
are noted ni (the number of employees in country i,
all sectors combined) and ns (the number in sector s,
all countries combined). To simplify the writing, the
level of aggregation corresponding to all sectors will
be called “the industry” and that corresponding to all
countries will be called “Europe”: ns will thus be called
the number of employees working in the s sector in
Europe. The total number of employees is n = ∑s ns =

∑i ni, equal to 27,419,407. The relative sizes of the
countries and sectors are shown in the Appendix. The
probability that a randomly selected individual works
in sector s and country i is denoted ps,i and estimated
by his or her observed frequency ps,i = ns,i/n (to lighten
the notation, the empirical frequency is denoted as the
theoretical probability rather than p̂s,i). The marginal
probabilities are denoted ps and pi; they are estimated
by ns/n and ni/n respectively. Finally, the probabilities
will also be considered by sector or by region: ps|i =
ps,i/pi is the probability for a person from country i
to work in sector s. The sum of these probabilities is
1 for each sector or region: ∑s ps|i = ∑i pi|s = 1.

The vector of probabilities ps|i of all sectors in coun-
try i is denoted ps|i. Similarly, pi|s is the probability,
in the chosen sector s, that a person works in country i
and pi|s is the vector of country probabilities for sector
s. The probability matrix whose elements are ps,i is
denoted P.

The data and the R code (R Core Team, 2018)
needed to reproduce the full results are in the ap-
pendix. The code makes extensive use of the entropart
package (Marcon and Hérault, 2015b) dedicated to bio-
diversity measurement.

2.3 Entropy as a measure of uncertainty
The notions being established, the task is now to trans-
late them into operational measures allowing to com-
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pare the diversity of different biological communities
(such as the trees of a forest, without the example be-
ing limiting) or the specialization of industrial regions,
to give a concrete, easily understandable meaning to
these measures, and to characterize their properties in
order to be able to use them for example in models.

Biological diversity is an important determinant of
ecosystem functioning (Chapin et al., 2000). Among
many measures developed according to needs (Peet,
1974), the interest of Shannon (1948)’s entropy has
been argued in particular by Pielou (1975) in a refer-
ence book. In econometrics, the work of Davis (1941)
and especially Theil (1967) opened the way. Theil’s
well-known index is the difference between Shannon’s
entropy and its maximum possible value, which il-
lustrates the opposition of the approaches presented
above as well as the convergence of the methods.

Entropy is, among other things, a measure of un-
certainty that it is time to formalize. Let us define
an experiment (for example the sampling of a tree at
random in a forest) whose set of possible outcomes
(the species to which it belongs) is known. The re-
sults are noted rs where the index s takes all possi-
ble values between 1 and S, the number of possible
results. The probability of obtaining rs is ps, and
ps = (p1, p2, . . . , pS) is the set (mathematically, the vec-
tor) of probabilities of obtaining each result. Obtain-
ing the result rs is not very surprising if ps is large:
it brings little additional information compared to the
simple knowledge of probabilities. On the other hand,
if the species rs is rare (ps is small), its result is surpris-
ing. The notion of information, defined by Shannon, is
identical to that of surprise, more intuitive. We there-
fore define an information function, I(ps), decreasing
as the probability increases, from I(0) = +∞ (or pos-
sibly a strictly positive finite value) to I(1) = 0 (the
observation of a certain result brings no surprise).

Entropy is defined as the average of the informa-
tion provided by all possible outcomes of the experi-
ment. As each outcome has probability ps to be re-
alized, the average over all possible outcomes is the
weighted average of I(ps). Entropy is defined as

H(ps) = ∑
s

psI(ps).

2.3.1 Shannon’s entropy
Shannon used the information function I(ps) =− ln ps
for its mathematical properties. It can be written as
I(ps) =− ln(1/ps). The inverse of the probability, 1/ps,
will be called rare3: a very rare species has a probabil-
ity close to 0.

The information function used by Shannon is there-
fore the logarithm of rarity.

The term “entropy” was introduced by Clausius in
1865 (Memoir IX in Clausius, 1868) for his new for-
mulation of the second principle of thermodynamics

3Patil and Taillie (1982) use the term rarity in the sense of
information, but this definition has not been adopted in the
later literature.

stated by Carnot (1824). Its Greek etymology means
transformation because the second principle concerns
the variation of entropy. Boltzmann characterized the
entropy of a complex system (a gas, whose each parti-
cle can have several possible states) in 1877 (Sharp and
Matschinsky, 2015). Shannon (1948) finally showed
that the number of possible states of a system is anal-
ogous to the number of messages of a chosen length
that can be created by assembling the letters of an al-
phabet whose letter frequencies are fixed. Shannon’s
entropy is, except for a multiplicative constant, equal
to Boltzmann’s entropy normalized by the length of
the message, of which it is independent. This funda-
mental property allows him to describe the complex-
ity of a system not only by the possible number of its
states, but more simply by the relative frequency of its
components, giving birth to the theory of information.

The relevance of entropy as a measure of diversity
follows directly from this: a system is all the more
diverse that it can have a large number of possible
states or, equivalently, that it is difficult to predict
the state in which it is, or that it has a high entropy.

2.3.2 Generalized entropy
Many alternative information functions can be con-
sidered, including the most exotic ones like I(ps) =
cos(psπ/2) (Gregorius, 2014).

Among them, three families of parametric func-
tions have become established: the generalized entropy
of the inequality literature (Shorrocks, 1980), the en-
tropy of Rényi (1961), which was widely used until the
2000s for the measurement of biodiversity, and, more
recently, the HCDT entropy detailed here.

Tsallis (1988) proposed a generalized entropy in
statistical physics for systems that do not meet the
properties required by Boltzmann theory. It had been
defined by Havrda and Charvát (1967) in cybernetics
and then rediscovered, notably by Daróczy (1970) in
information theory, hence its name, HCDT entropy
(see Mendes et al. (2008), page 451, for a complete
history).

Its mathematical form is:

qH(ps) =
1

q−1

(
1−

S

∑
s=1

pq
s

)
,

where q is an arbitrary parameter. When q = 1, the
formula does not apply but the limit of qH(ps) when
q → 1 is the Shannon entropy, which is thus retained
as a definition of 1H(ps).

Its interest appears more clearly by defining a gen-
eralization of the logarithm function, the deformed log-
arithm of order q (Tsallis, 1994) as

lnq x =
x1−q −1

1−q
.

Again, nqx tends to the natural logarithm when q tends
to 1. The HCDT entropy is then written as a general-
ization of the Shannon entropy:

qH(ps) = ∑
s

ps lnq (1/ps)
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The deformed logarithm is a function which, as its
name indicates, deforms the natural logarithm func-
tion by changing its curvature but respecting, what-
ever q is, lnq 1 = 0 and the limit +∞ when x → ∞. Its
value at x = 0 is negative but finite for q < 1. For
q ≥ 1, this is not the case: lnq x → −∞ when x → 0.
By varying the parameter q around 1, the information
function lnq (1/ps) attributes respectively a greater or
lesser surprise to the rare species (i.e. whose rarity,
1/ps, is great) when q increases or decreases.

At this point, we have a simple and general def-
inition: the entropy (of order q) of a system is the
average surprise brought by the observation of one of
its individuals; the surprise is the logarithm (of order
q) of the rarity. A biological community is all the more
diverse as it is surprising (i.e. as its entropy is large).
A region is all the more specialized as its entropy is
low.

Three values of q are particularly interesting:
• q = 0: entropy is richness, i.e., S, the number of

species or sectors, minus 1;
• q = 1: the entropy is Shannon’s entropy. In

econometrics, S−1 H is the Theil index;
• q = 2: the entropy is Simpson (1949)’s biodi-

versity index, i.e. the probability that two ran-
domly chosen individuals belong to a different
species. In econometrics, its complement to 1,
i.e. the probability that two individuals belong
to the same sector, is the Herfindahl index, or
Herfindahl-Hirschman (Hirschman, 1964), which
measures here specialization.

Negative values of q give a species a greater im-
portance the rarer it is, whereas at q = 0 all species
contribute equally to the entropy (they are simply
counted, whatever their probability). The interest of
these values is therefore limited. Since their mathe-
matical properties are poor (Marcon et al., 2014), they
are in practice not used. Values of q greater than 2 are
little used because they neglect too much the species
which are not the most frequent.

2.3.3 From entropy to diversity
Entropy has a physical meaning: it is a quantity of
surprise; it is thus much more than an index, which
is only an arbitrary value that must respect an order
relation to allow comparisons. However, with the ex-
ception of orders 0 and 2, the value of entropy has
no intuitive interpretation. Hill numbers address this
lack.

The desire of Hill (1973) was to make diversity in-
dices intelligible after Hurlbert (1971)’s noted paper
entitled “The non-concept of specific diversity”. Hurl-
bert criticized the diversity literature for being too
abstract and remote from biological realities, in par-
ticular by providing examples in which the order of
communities was not the same according to the diver-
sity index chosen.

The number of Hill of order q is the number of
equiprobable species giving the same value of entropy
as the observed distribution, in other words an ef-

fective number of species, also called number equiva-
lent. The concept was rigorously defined by Gregorius
(1991), after Wright (1931) who had first defined the
effective size of a population in genetics: given a char-
acteristic variable (here, entropy) depending only on
a numerical variable (here, the number of species) in
an ideal case (here, equiprobability of species), the ef-
fective number is the value of the numerical variable
for which the characteristic variable is that of the data
set.

Formally, they are simply the deformed exponen-
tial of the HCDT entropy (Marcon et al., 2014). The
deformed exponential function of order q is the recip-
rocal function of the deformed logarithm, whose value
is

ex
q = [1+(1−q)x]1/(1−q).

The Hill number of order q, simply called diversity
of order q (Jost, 2006) is thus

qD(ps) = e
qH(ps)
q .

The explicit formulation from the probabilities is:

qD(ps) =

(
∑
s

pq
s

)1/(1−q)

.

These results had already been obtained with another
approach by MacArthur (1965) and taken up by Adel-
man (1969) in the economic literature. Also, the in-
equality measure of Atkinson (1970) is very similar to
Hill numbers.

The rigorous use of vocabulary removes any am-
biguity (Jost, 2006): the terms diversity, specializa-
tion, valence and concentration will be reserved for
Hill numbers, and they will not be used for entropy
(which may be called index of diversity or concentra-
tion).

2.3.4 Diversity profiles
Since diversity is expressed in the same unit (a num-
ber of species) whatever its order, it is possible to plot
a diversity profile, that is the value of qD as a func-
tion of q. The curves of two communities may cross
each other because the weight of rare species decreases
with increasing q. If this is not the case, the order
relationship between the communities is well defined
(Tothmeresz, 1995).

2.4 The decomposition of entropy
The notion of diversity β was introduced by Whittaker
(1960) as the degree of differentiation of biological com-
munities. The question addressed here is the decom-
position of diversity from aggregate data (the diver-
sity of economic sectors in Europe) to a more detailed
level (by country). The diversity of the most aggre-
gated level was called γ by Whittaker, the average
diversity of the detailed levels α, and the differenti-
ation between the detailed levels β . It is clear that
the γ and α diversities are similar in nature: only the
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level of detail of the data differs. In contrast, the char-
acterization of β diversity has generated controversy
(Ellison, 2010).

In economics, the decomposition of inequality mea-
sures has followed a parallel path to that of ecologists
(Bourguignon, 1979). That of spatial concentration
has remained limited to Theil’s entropy (Mori et al.,
2005; Cutrini, 2010) with the notable exception of
Brülhart and Traeger (2005) who used the generalized
entropy of Shorrocks (1980).

Jost (2007) showed that the decomposition of en-
tropy is additive: β entropy is the difference between
the entropies γ and α. Marcon et al. (2012) then
interpreted the β entropy as the additional informa-
tion brought by the knowledge of the disaggregated
distributions (ps|i for each country i) in addition to
that of the aggregated data (ps for the whole of Eu-
rope), i.e. a relative entropy. The divergence of Kull-
back and Leibler (1951) is well known to economists
as Theil’s relative entropy (Conceição and Ferreira,
2000). The difference between the first-order gamma
entropy and the average of the first-order entropies
of the disaggregated distributions is the average of
the corresponding Kullback-Leibler divergences (Rao
and Nayak, 1985), referred to by statistical physicists
as the “Jensen-Shannon divergence”. Marcon et al.
(2014) generalized this result to all orders of the HCDT
entropy: β entropy is the average over all countries of
the generalized Kullback-Leibler divergence between
the ps|i and ps distributions, itself defined as the aver-
age over all sectors of the information gain brought by
knowledge of the disaggregated distribution:

q
β H(P) = ∑

i
pi ∑

s
ps|i[lnq (1/ps|i)− lnq (1/ps)]

.
Like γ and α entropy, β entropy can be trans-

formed into an effective number which is the number
of communities of the same weight, with no common
species, that would have the same β entropy as the
actual communities. The diversity decomposition is
multiplicative: γ diversity is the product of α and β
diversities.

The complete decomposition is finally a product
of effective numbers: the diversity of the assembly of
several biological communities, called γ diversity is an
effective number of species; it is the product of the ef-
fective number of species per community (α diversity)
by the effective number of communities (β diversity).
It will be applied in this article to the economy of the
European countries: the effective number of economic
sectors of Europe (γ) is the product of the average
effective number of sectors per country (α) by an ef-
fective number of countries (β ).

Similarly, the valence of an economic sector at an
aggregate level (manufacturing industry) is an effec-
tive number of countries (γ), which can be decomposed
into an effective number of countries per sector at a
less aggregate level (α) multiplied by an effective num-
ber of sectors (β ).

The decomposition will be limited here to a single
level of disaggregation of the data. It can be repeated:
countries can be broken down into regions, regions into
counties… The effective number of economic sectors in
Europe (γ) can then be decomposed into an effective
number of countries (β1) times an effective number of
regions (β2) times an effective number of counties (β3)
times an effective number of sectors per county (α).
The hierarchical decomposition of diversity has been
addressed by Marcon et al. (2012); Richard-Hansen
et al. (2015); Pavoine et al. (2016), among others.

2.5 Joint diversity: mutual information and replica-
tion

We have seen that entropy can be used from both di-
versity and valence perspectives (equivalently: special-
ization and spatial concentration). The data are the
same and can be represented in the contingency ta-
ble whose rows represent, for example, the industrial
sectors while the columns represent the countries, each
cell of the table providing the abundance (a number of
establishments or employees) of a sector in a country.

The diversity of countries is calculated by treating
each column of the table, the valence of sectors by
treating each row. The diversity qD(ps) of the whole
of Europe (defined as the aggregation of the coun-
tries) is obtained, like the valence of the aggregated
sectors qD(pi), from the marginal probabilities The di-
versity qD(ps,i) of the data set, all sectors and countries
combined, is of great interest, especially theoretically
for the Shannon entropy (Faddeev, 1956; Baez et al.,
2011): it is called joint diversity (Gregorius, 2010).

The difference between the joint entropy and the
sum of the marginal entropies (that of all sectors and
that of all countries), qH(ps,i)−q H(ps)−q H(pi), is
called the mutual information. The Shannon entropy
(but not the HCDT entropy of order different from 1)
of two independent systems adds up: if country mem-
bership is independent of sector membership, i.e. if the
probability ps,i is simply the product of the probabili-
ties ps and pi, then the mutual Shannon information
is zero. In other words, the mutual information is the
additional entropy brought by the non-independence
of the rows and columns of the array. It is equal to
the two entropies β , the one of the diversity and the
one of the valence. These properties are only valid for
the Shannon entropy. They have been used in differ-
ent forms in the literature (for example Cutrini, 2009;
Chao et al., 2013; Haedo and Mouchart, 2017).

Regardless of the order considered, Gregorius (2010)
showed that joint diversity provides important addi-
tional information about the distribution of abundances
that is not captured by the diversity decomposition al-
ready presented. The example of biodiversity is used
here to simplify the presentation. The al pha diversity
is the number of equiprobable species in a typical com-
munity. The β diversity is the number of these typ-
ical communities, equiprobable and without common
species. The γ diversity is the product of the two pre-
vious ones, a number of equiprobable species resulting
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from the assembly of the communities. Each species
appears only in one community in this representation.
The identical replication of the communities does not
modify the diversities α, β and γ, it is actually a prop-
erty required for diversity measures (Hill, 1973). In
contrast, joint diversity is multiplied by the number
of replications (Marcon, 2017): the ratio of joint diver-
sity to β diversity measures replication as an effective
number, the number of replications of communities.

Replication has few practical applications in ecol-
ogy because the available data are typically samples
of the communities being studied. Their replication
reflects the sampling effort, which is a choice of the
experimenter. When the data are exhaustive or, more
generally, when the marginal probabilities of commu-
nities are interpretable as their sizes, replication is as
important an information as diversity.

3. Spatial concentration and
specialization

The methods presented so far, from physics and sta-
tistical ecology, have interesting applications in eco-
nomics. Two questions will be addressed: the mea-
surement of the spatial concentration of economic ac-
tivities and the decomposition of joint diversity.

The spatial concentration of economic activities is
an important topic in the literature (Combes and Go-
billon, 2015). The first step in understanding the eco-
nomic phenomena involved is the characterization of
the concentration. A major step was taken by Ellison
and Glaeser (1997) who clearly laid down the principle
of a relative measure (the geographical distribution of
an industrial sector is compared to that of the size of
the regions where it is considered, a principle summa-
rized under the title of the dartboard approach) and
that of the statistical test of the observed distribution
against its value under an appropriate null hypothe-
sis: a uniform and independent distribution. These
features are lacking in earlier concentration indices,
such as the Gini index (Gini, 1912; Ceriani and Verme,
2012), whose observed value can only be compared to
its possible extremes.

The central statistic of the Ellison and Glaeser in-
dex for sector s is, with our notations, Gs =∑i (pi|s − pi)

2,
i.e., the sum of the squares of the deviations between
country i’s share of the total workforce in sector s and
country i’s share of the industry, all sectors combined.
In mathematical terms, G is the distance L2 between
the observed distribution of the s sector and its ex-
pected distribution (Haedo and Mouchart, 2017), that
of industry in general.

The relative index of Theil (1967) is sometimes
used for the same purpose (Cutrini, 2009): it also mea-
sures the gap between the observed and the expected
distribution, but with another metric: the Kullback-
Leibler divergence.

The HCDT entropy allows to unify and extend
these approaches. The concentration, absolute and
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Figure 1. Absolute valence profiles of industry (solid
curve, black), the C10 sector (long-dotted line, green)
and the C20 sector (short-dotted line, blue)

relative, will be considered first. Specialization will
follow.

3.1 Spatial concentration
3.1.1 Valence and absolute concentration
The valence of sector s, qD(pi|s) is the effective num-
ber of countries it occupies. Valence can be calculated
for any level of sectoral grouping, here for the entire
industry (NACE code C) or by detailed sector. A va-
lence profile can be plotted for each sector. At low
orders, the valence gives high importance to countries
with low occupancy. At q = 0, the valence is simply
the number of countries in which the sector is present.
At large orders, only majority occupied countries con-
tribute to the valence.

Figure 1 shows the valence profiles of the entire
industry and the C10 (Food Manufacturing) and C20
(Chemical Manufacturing) sectors that deviate the most
from the entire industry of all sectors studied. Valence
is measured in effective numbers of countries. All sec-
tors are present in all countries (the data are highly
aggregated) so the valence of order 0 is always equal
to the maximum possible, 25. At order 2, at the other
end of the curves, 9.3 countries occupied by the same
number of employees would suffice to obtain the same
level of valence as observed for the whole industry.

Valence is the opposite concept to concentration.
A simple transformation of valence values allows them
to be translated into concentration levels that are more
in line with the economic culture. The complement of
valence to the number of countries is a good measure
of concentration as the actual number of countries left
behind by the sector under study. It can be normalized
by the number of countries minus 1 to obtain a value
between 0 and 1 shown in Figure 2.

The value of the concentration is the proportion of
countries left behind (in effective numbers). A value
of 0 means that all countries are occupied, a value
of 1 that the whole sector is concentrated in one coun-
try. The chemical industry, C20, is much more concen-
trated than industry in general, while the food indus-
try, C10, is much less concentrated. These results are
valid at all orders, except near 0, when the presence of
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Figure 2. Absolute concentration profiles of industry
(solid curve, black), sector C10 (long-dotted line,
green) and sector C20 (short-dotted line, blue).

the sector alone counts, regardless of its abundance.
This measure of valence or concentration is abso-

lute (Brülhart and Traeger, 2005): it does not com-
pare the actual number of sectors to any external ref-
erence. For its interpretation, a comparison to another
absolute measure (concentration at a more aggregated
level) is necessary (Marcon and Puech, 2017).

3.1.2 Relative concentration
Absolute valence was calculated at the level of disag-
gregated sectors (C10 and C20) and at the level of the
entire industry, whose numbers were obtained by ag-
gregating those of the sectors. Using the terminology
of the biodiversity decomposition, the absolute valence
of the whole industry is the γ valence, equal to the
product of the α valence (the average of that of the
disaggregated sectors) and the β valence, the effective
number of equiprobable sectors sharing no country.

The decomposition of entropy is the same, but the
γ entropy is the sum of the entropies α and β . The
β entropy is, as we have seen, the generalized Jensen-
Shannon divergence between the distribution of each
sector and the aggregate distribution of the industry.
At particular orders q = 1 and q = 2, this divergence is
the average, weighted by the size of sectors, of Theil’s
relative entropy and Ellison and Glaeser’s Gs statis-
tics. These classical indices of spatial concentration
are generalized Kullback-Leibler divergences, in other
words β entropies of particular orders, giving different
importance to countries with small numbers: the Elli-
son and Glaeser index, of order 2, takes into account
only the dominant establishments

The β entropy measures relative concentration, not
relative valence: the α and β entropies have funda-
mentally different properties. It integrates a reference
(the distribution of the industry for all sectors) and
thus has an expected value, 0, if the distribution of
the considered industry is identical to the reference
one.

Its value cannot be interpreted simply: one must
resort to the effective number of sectors, whose inter-
pretation is intuitive.

In the framework of the decomposition presented
above, the average relative concentration is the ratio of

the γ valence to the α valence: it applies to all sectors
but does not give information on a particular sector.

It must therefore be detailed for each sector: the
relative concentration of sector s is defined as the ratio
between the absolute valence of the whole industry (γ)
and its own absolute valence:

qCs =
q D(pi)/

qD(pi|s).

This is an effective number of sectors: if all sectors
had a valence equal to the effective number of countries
qD(pi|s), it would take qCs to obtain an industry with
a valence of qD(pi) effective countries.

The value of the relative concentration can be seen
in figure 1: it is equal to the ratio between the values
of the valence profiles of the industry and the sector
considered. For the chemical industry (C20), it varies
from 1 (at order 0) to 1.4 at order 2: 1.4 effective
valence sectors that of the C20 sector, i.e. 6.7 countries,
would form an industry whose valence would be that
observed for the European industry, 6.7‘= 9.3 effective
countries.

The concentration is less than 1 for the food indus-
try (C10): 0.79 = 9.3 = 9.3 = ‘r format(upCy[which(upC10x==2)]/upC10y[which(upC10x==2)]/upC10y[which(upC10x==2)].
In other words, the C10 sector is relatively dispersed.

Relative concentration and absolute valence (figure
1) are related: their product is the absolute valence of
the whole of the sectors, taken as a reference. Abso-
lute concentration (figure 2) thus goes hand in hand
with relative concentration, but the information they
provide is different.

In the economic literature, relative entropy has
been used to measure relative concentration by Brül-
hart and Traeger (2005). Mori et al. (2005) used the
Kullback-Leibler divergence between the distribution
of a sector and that of the area (instead of the num-
ber of employees working in the industry) of regions in
Japan to measure the topographic (not relative) con-
centration of sectors. Rysman and Greenstein (2005)
proposed a test of the relative concentration of a sec-
tor based on the likelihood ratio of the distributions of
the sector and the whole industry, which is simply the
Kullback-Leibler divergence (see Mori et al., 2005, for
a detailed presentation of the links between the two ap-
proaches). Alonso-Villar and Del Río (2013) proposed
a generalized entropy decomposition but were limited
in practice to order 1.

Theil’s relative entropy has been used to compare
the evolution of spatial concentration over time (e.g.,
Cutrini, 2010) since it does obey an order relation like
any entropy. Finally, Bickenbach et al. (2013) have
combined the Theil index (absolute) and the relative
Theil index to better describe spatial concentration by
applying them to different economic sectors (industry
and services).

3.2 Specialization
The specialization measure works in exactly the same
way as the concentration measure, swapping the role
of the rows and columns of the contingency table.
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Figure 3. Diversity profiles of Europe (solid curve,
black), Italy (long-dotted line, green), France
(alternating dotted line, orange), Germany
(short-dotted line, blue) and Iceland
(very-long-dotted line, black).
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Figure 4. Absolute specialization profiles of Europe
(solid curve, black), Italy (long-dotted line, green),
France (alternating dotted line, orange), Germany
(short-dotted line, blue) and Iceland
(very-long-dotted line, black).

Figure 3 shows the absolute diversity profiles for
Italy, Germany, France, and Iceland and for Europe.
Diversity is the effective number of equiprobable sec-
tors that would provide the same diversity as observed.
As before, the level of aggregation of the data is such
that all sectors are represented in all countries: rich-
ness, i.e. the diversity of order 0 is equal to the number
of sectors. All countries are less diverse than Europe:
they are therefore all specialized to varying degrees.
Italy is not very specialized, Germany is more special-
ized than France, and Iceland is the most specialized
country in Europe with less than 5 effective industrial
sectors of order 2, three times less than Italy. The food
industry, C10, employs almost half of the employees
working in industry in Iceland.

Diversity can be transformed into absolute special-
ization, as valence was into concentration, to obtain
the figure 4.

Finally, relative specialization is the ratio between
the absolute diversity of the whole of Europe and that
of each country, visible in figure 3. Iceland is the most
relatively specialized country, with a value at order 2
of 3.5 effective countries.

3.3 Significance tests
Two approaches are possible to test the concentration
or specialization profiles. For the sake of clarity, and
without loss of generality, the aim here is to test the
specialization of Italy against the null hypothesis that
it would not be different from that of the whole of
Europe.

The first formalization of the null hypothesis is
that the distribution of industrial sectors in Italy is
the same as that of the whole of Europe. The test then
concerns the value of the generalized Kullback-Leibler
divergence between the distribution of sectors in Italy
and the distribution of sectors aggregated at European
level. This is the approach, for spatial concentration,
of Mori et al. (2005) at order 1. The average for all s
sectors of Ellison and Glaeser’s Gs statistic is equal to
the average of the second-order divergences between
the sector distribution and the industry-wide distribu-
tion (Marcon, 2017, section 12.4). The interpretation
of the divergence is not robust (Jost, 2007): the statis-
tic tested is the β entropy but in some cases its value
is constrained by that of the α entropy regardless of
the γ entropy.

The alternative formalization is that the specializa-
tion of Italy is equal to that of a country of the same
size whose distribution of sectors would be that of the
whole of Europe. The statistic tested is an effective
number (absolute diversity or relative specialization,
equivalently). This is the approach chosen here be-
cause it does not suffer from the problem of depen-
dence of α and β entropies.

The test is performed by bootstrapping, i.e. by ran-
domly generating a large number of new data corre-
sponding to the null hypothesis and by computing the
statistic of interest. The data are simulated by 1000
draws in a multinomial distribution whose parameters
are the number of employees working in Italy and the
probabilities of the sectors at European level. The spe-
cialization of each simulation is computed for orders
from 0 to 2, by intervals of 0.1. The quantiles cor-
responding to 2.5% and 97.5% of the simulated spe-
cializations constitute the limits of the confidence en-
velope of the statistic under the null hypothesis, to
which the real specialization is compared.

The details of the test are presented in the Ap-
pendix. The null hypothesis is not rejected at order
0: the specialization of Italy is identical to that of Eu-
rope since in both cases all sectors are present. From
order 0.1, the null hypothesis is rejected: Italy is more
specialized than Europe.

The variability of the simulated specialization is ex-
tremely low because the numbers are large and the em-
ployees are redistributed independently of each other
by the multinomial distribution. For this reason, Mori
et al. (2005), using similar data, choose to test the spa-
tial concentration of establishments by ignoring their
employment numbers. A much better null hypothesis
is that establishments are randomly distributed, but
with their actual size, which greatly increases the un-
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Figure 5. Diversity profiles of European countries:
joint diversity (solid curve, black), intra-country α
diversity (blue dotted line), effective number of
countries (β diversity, average relative specialization:
short-dotted line, red), diversity of Europe (γ:
long-dotted line, green) and replication of countries
(long-dotted line, red). The diversity scale is
logarithmic.

certainty about the simulated specialization. Individ-
ual data on establishments, or at least on their size
distribution, are needed to go further. With the data
available here, all the profiles presented in figures 1
through 4 are significantly different from each other
as early as order 0.1.

4. Joint Diversity
The sector and country contingency table allows us
to decompose the total diversity and derive several in-
teresting insights. To preserve the properties of the
decomposition, diversity and valence will not be trans-
formed into specialization and concentration.

Cutrini (2010) called the mutual information of the
contingency table the relative concentration of the sec-
tors, equal to the relative specialization of the regions
measured by the Kullback-Leibler divergence (Theil’s
relative index). This is only part of the information
provided by the data, β diversity or valence, and this
approach is only valid at order 1. Joint diversity ex-
ploits all the information by combining α and β di-
versity or valence (together forming γ diversity) and
replication.

4.1 Diversity (specialization) of countries
The joint diversity is decomposed into the product of
α diversity, the effective number of industry sectors
per country, β diversity, the effective number of coun-
tries, and replication, the number of replicas of these
effective countries. γ diversity the product of α and
β , is that of Europe. The decomposition is valid at
all orders of diversity, and presented in the form of
profiles (figure 5).

The profiles are plotted on a logarithmic scale be-
cause the values are of different orders of magnitude
and also because the multiplicative decomposition be-
comes additive in this form: the height of the diversity
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Figure 6. Valence profiles of industry sectors: joint
diversity (solid curve, black), intra-sector valence (α:
blue dotted line), effective number of sectors (relative
concentration, β valence: short-dotted line, red),
whole industry valence (γ: long-dotted line, green),
and sector replication (long-dotted line, red). The
scale is logarithmic.

joined on the figure is the sum of the heights of the
al pha and beta diversities and of the replication.

The diversity of Europe (γ, green curve) has al-
ready been presented in figure 2. It is very close to
the α, intra-country diversity (blue curve): the ef-
fective number of countries (β , relative specialization,
red curve) varies from 1 (at order 0) to 1.1 at order
2. This value is very small: the maximum possible is
the number of countries, 25, if they do not share any
sectors; in fact only 19 because the number of sectors
here is less than the number of countries. The coun-
tries thus have a certain level of absolute specializa-
tion, but it is identical to that of the whole of Europe:
their relative specialization is very low. Relative spe-
cialization increases with the order considered, i.e. by
progressively neglecting the smallest sectors: the coun-
tries are a little more different from each other when
considering only the most important sectors.

The replication of countries is therefore high: from
25 at order 0 (all countries contain all sectors) to 8 at
order 2.

4.2 Valence (concentration) of sectors
Figure 6 shows the valence decomposition of industry
sectors.

The results are similar to those for specialization.
The sectors are concentrated in absolute terms, but
their relative concentration is very low and replication
is high.

This large replication of countries and sectors shows
that at this level of data aggregation, European indus-
try has little variation in structure between countries
or sectors.

5. Conclusion
Information theory, statistical physics and statistical
ecology have developed methods to define and rigor-
ously measure uncertainty, diversity and heterogene-
ity in general. The methods presented here unify and
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extend widespread approaches in economics: the mea-
surement of spatial concentration and specialization
by entropy, and its decomposition. The main con-
tributions are a clearer mathematical framework, the
systematic use of generalized entropy and the quantifi-
cation of heterogeneity by effective numbers that allow
a clear interpretation of the quantities considered.

Not all methodological possibilities have been ex-
plored. An important aspect of biodiversity measure-
ment is its estimation from sampled rather than ex-
haustive data (Marcon, 2015), opening the possibility
of assessing concentration or specialization from sur-
veys rather than from public or commercial databases.
Functional or phylogenetic diversity (Marcon and Hérault,
2015a) would also allow for the differentiation of sec-
tors from each other in assessing specialization or the
proximity of occupied regions in measuring spatial con-
centration.
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